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Motivation and Research Status: The Characteristics of HR-LVLMs and the Limitations of Existing Methods

Our Solution: Global Compression Commander (GlobalCom2) - “Global-to-Local” Guided Compression Philosophy 

Experimental Results: Optimal Performance-Efficiency Tradeoffs

Broader Applicability of GlobalCom2

      Compatible with other methods: Plug-in 
boost for SparseVLM and FastV.

       Takeaways: We derive two obervations 
for LVLMs with dynamic cropping: (i) 
Thumbnails and crops servecomplementary 
roles in HR-LVLMs with dynamic cropping. 
(ii) Crops exhibitvary information richness, 
leading to different contributions. 

       Contributions: (i) analyze dynamic-
cropping HR-LVLMs, revealing global-
context neglect, crop informativeness 
disparity, and content-agnostic positional 
bias; (ii) propose GlobalCom2, a training-
f r e e  p l u g - a n d - p l ay  g l o b a l - t o - l o c a l 
compressor; (iii) retain >90% performance 
while pruning 90% visual tokens.

      Performance: GlobalCom2 maintains 
over 90% performance while compressing 
90% visual tokens across multiple vision-
language understanding benchmarks.

      Efficiency: GlobalCom2 cuts FLOPs 
to 9.1% and peak GPU memory to 60%, 
delivering a 1.8× throughput gain.

Ablation Studies

Token Compression Visualizations: Better Information Preservation


