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Motivation and Research Status
    Current methods face three critical issues:
• Redundancy Myopia: Single-metric redundancy modeling, limiting token importance 

estimation.
• Coarse Token Retention: Direct pruning or one-to-one merging of redundant tokens, 

losing fine-grained information.
• Entangled Compression Pipeline: Tight coupling of redundancy estimation and 

compression, limiting interpretable information flow.

Our Solution: FiCoCo

    Different stages are designed to address different problems：
• Filter stage: What token should be discarded?
• Correlate stage: Where should discarded information be recycled? 
• Compress stage: How to effectively recycle information?

Performance and Efficiency on LLaVA-1.5 7B/13B
•     Strong Performance: 82.4%/47.6% TFLOPs reduction while retaining 

≥92%/95% performance (7B/13B). 
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•     High Efficiency: TFLOPs, memory footprint, and KV-cache size are all 
significantly reduced.

Paper Code WeChat


