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Artificial Intelligence

Motivation and Research Status

Current methods face three critical issues:.
« Redundancy Myopia: Single-metric redundancy modeling, limiting token importance
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- Coarse Token Retention: Direct pruning or one-to—one merging of redundant tokens, El_ '! = - 3
losing fine—grained information. Paper Code WeChat :

- Entangled Compression Pipeline: Tight coupling of redundancy estimation and

compression, limiting interpretable information flow. Comparison to existing methods
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P T R ———— (a) FiCoCo-Vin Vision Encoder Method SQA TextVQA
g g f__‘___:.--".'" (§5) tt::::j: ‘:.::ege e e E(Z) correlate stage (3) compress stage Stage FiCoCo-V 68.37 55.46
N < 3| redundancy g reduRdancy : Nl tekenRdwpiive w/o vision-aware redundancy  67.81  52.51
B s~ |3 - 'H B B threshold = :
-__.% s, = S - —— " EE = - Filter w/o semantic-aware redundancy 64.67 48.74
=R Z o . E‘: Text -5 4 & .. i _ correlation “B¥ W g - w/o local penalty 68.12 53.24
B S ~| . m *E = E BB E[ . g fixed K=0 67.82 53.56
| S —_— .. ‘B H : : . - fixed K=1 67.43  46.97
: ~ea ' oken-adaptive correlation self-preserving compression , Correlate fixed K=2 67.21 51.36
(b) FiCoCo-L in LLM Decoder convergent correlation 67.60 54.38
. . . average compression 67.92 53.34
Different stages are designed to address different problems: OISR ATemhReg
 Filter stage: What token should be discarded? Method SQA TextVQA
« Correlate stage: Where should discarded information be recycled? Stage FiCoCo-L 69.46 55.72
- Compress stage: How to effectively recycle information? w/o vision-aware redundancy 69.16  55.43
Performance and Efficiency on LLaVA-1.5 7B/13B Filter Wﬁ tazic-awgify redundancy 2335 gggg
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. [ Strong Performance: 82.4%/47.6% TFLOPs reduction while retaining wib ihdirect corelaton 68.80 54.78
=92%/95% performance (7B/13B). w/o direct correlation 68.45 55.45
fixed K=0 68.96 50.33
Method S TFLOP. SQA VQA"  POPE GQA MMB  VQAv2 A Avg(%
— — L L s he  weo Correlate |fixed K=1 68.57 50.11
LLaVA-1.5-7B NeurIPS23 8.5 69.5 58.2 86.4 62.5 66.1 79.1 70.3 100 fixed K=2 68.32 50.18
TFLOPs=3.3(;61.2%) convergent correlation 67.80 54.89
ToM ICLR23 33 65.2 52.1 72.4 54.3 60.5 68.0 62.1 88.3 :
FastV ECCV24 33 67.3 52.5 64.8 52.7 61.2 67.1 60.9 86.6 Compress | aVErage Compression 6832 54.66
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FiCoCo-V Ours 33 67.8 55.7 82.5 58.5 62.3 74.4 66.9 95.2 T o
FiCoCo-L Ours 33 69.6 56.6 84.6 61.1 64.6 76.8 68.9 98.0 Method  VQA" MMB POPE MM-Vet Vizwiz Avg (%)
TFLOPs=2.4(,71.8%) TFLOPs=8.5
ToMe ICLR23 2.5 59.6 49.1 62.8 52.4 53.3 63.0 56.7 80.7 LLaVA-1.5 582 66.1 864 31.6 50.0 58.46
FastV ECCV24 2.5 60.2 50.6 59.6 49.6 56.1 61.8 56.3 80.1
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FiCoCo-V Ours 2.4 68.3 55.6 82.2 57.6 61.1 73.1 66.3 94.3 i 9 542 59.6 814 259 498 54.18
FiCoCo-L Ours 2.4 69.4 56.3 84.4 60.6 61.9 734 67.7 96.3 a; 4 (Quary) 520 578 79.6 251 499 52.89
TFLOPs=1.5(,53.4%) agq(Va,lue) 543 614 810 254 508 54.59
ToMe ICLR23 1.6 50.0 453 52.5 48.6 43.7 57.1 49.5 70.4 a i(Key) 548 603 814 265 509 5478
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PDrop CVPR2S 16 68.6 459 55.9 419 333 69.2 52.5 74.6 Visualization of local penalty
PruMerge ICCV25 1.5 68.1 54.0 65.3 51.9 55.3 67.4 60.3 85.8
FiCoCo-V Ours 1.5 68.4 35.5 79.8 54.9 60.2 721 65.2 92.7 w/ local penalty wl/o local penalty
FiCoCo-L Ours 1.5 69.5 55.7 82.1 53.2 61.5 69.7 65.3 9.8 «
TFLOPs=24.9
LLaVA-1.5-13B NeurIPS23  24.9 71.4 61.3 86.2 63.4 68.0 80.0 71.7 100
TFLOPS=15.4(¢47.6%)
FastV ECCV24 154 57.0 56.0 79.3 57.7 57.9 : 61.6 85.9
SparseVLM  ICML25 15.4 69.9 49.9 81.1 57.9 65.8 . 64.9 90.5
CoCo-V Ours 15.4 72.1 572 82.3 59.2 63.1 76.8 68.5 95.5
FiCoCo-L Ours 15.4 72.4 58.3 83.1 60.1 65.2 77.6 69.5 96.9

Efficiency on LLaVA-1.5 7B/13B

Vision—aware redundancy comparison

* % High Efficiency: TFLOPs, memory footprint, and KV-cache size are all
significantly reduced.

80 [ MMB [0 SQA
Method |Quant TFLOPs| Memory (GB)] KV-Cache (MB),  Method |Quant TFLOPs| Memory (GB)| KV-Cache (MB)] 70 64.9 67: i 66.2 il
[LaVA-15 FP16 85 2.4 333 LLaVA-15| FP16 286 56.1 891 = 60- i 0
FiCoCo-V | FP16 1.5 (82%) 14.4 (136%) 65.0 (180%) FiCoCo-V | FP16 154 (J46%)  38.6 (131%) 488 (143%) %50, | 496
FiCoCo-L | FP16 1.5 (82%) 14.3 (|36%) 64.2 (181%) FiCoCo-L | FP16 154 (J46%)  38.4 (132%) 485 (146%) gan 2 i
LLaVA-1.5| INT8 43 112 167 LLaVA-1.5| INT8 14.3 28 446 E i
FiCoCo-V |INT8 0.8 (81%) 7.8 (130%) 32.5 (181%) FiCoCo-V | INT8 7.7 (46%)  19.3 (131%) 244 (145%) §3°‘ i
FiCoCo-L | INT8 0.8 (|81%) 7.2 (136%) 32.1 (181%) FiCoCo-L | INT8 7.7 (J46%)  19.2 (|31%) 242 (146%) & 20+ i
LLaVA-1.5/INT4 2.1 6.2 834 LLaVA-15| INT4 76 14 223 10 |
FiCoCo-V | INT4 04 ((81%) 4.4 (129%) 16.3 (181%) FiCoCo-V | INT4 3.9 (146%) 9.6 (132%) 122 (149%) . i
FiCoCo-L | INT4 0.4 (|81%) 3.3 (147%) 16.1 (181%) FiCoCo-L | INT4 3.9 (149%) 0.5 (132%) 121 (146%) VR +VR VR-SR +VR-SR




