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Motivation and Research Status

Takeaway: We derive three key principles for effective token compression of  VideoLLMs: 

(i) model adaptability, (ii) frame uniqueness, and (iii) operator compatibility.

Current methods face two critical issues:

• Design Myopia: ignoring each frame

uniqueness, leading to over-compression of

distinctive video information.

• Implementation Constraints: limited to the

specific model architectures or incompatible

with Flash Attention.

Performance on Qwen2-VL

More Comparisons

Our Solution: Video Compression Commander (VidCom2)

Performance and Efficiency on LLaVA-OneVision

• Strong Performance: Uses only 25% of  tokens while maintaining 99.6%.

• High Efficiency: Cuts generation time by 70.8% and overall latency by 43.0%.

Adaptive Compression by Frame Uniqueness

Ablation Study and Analysis

Broader Applicability of VidCom2

Compatible with other methods: Plug-in 

boost for SparseVLM and FastV.
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