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Outline of the Talk:
Background of AI Model Efficiency
• Motivation of shifting the efficiency research focus.
• Token overhead across various domains.
• Model efficiency from different perspectives.

Methodology of Token Compression
• Two stage process of token compression.
• Detailed applications of token compression across domains.
• Five compiling advantages of token compression.

Challenges and Future Works
• Performance degradation by token compression.
• Fair comparison of token compression methods.
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Motivation: model capabilities have shifted from scaling model size 
to extending context length. 

Position: the AI community should shift its efficiency optimization 
paradigm from model-centric to data-centric compression
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Background: token overhead across various domains.

Longer Context Length in LLMs 
• From 2,048 tokens of Llama to 10M tokens in Llama 4 Scout.
• Long CoT reasoning models (e.g., Qwen3 and Deepseek-R1).
• Multi-agent collaboration systems (e.g., MetaGPT)

Higher Resolution and Longer Video for LVLMs
• From 224*224 of LLaVA to 4K high-resolution of InternVL3.
• Long video understanding (e.g., LongVILA and Video-XL).
• Multi-modal large reasoning models (e.g., QVQ).

More Complex Content for DiTs
• From 512*512 of Stable Diffusion to 4K high-resolution of PixArt-Σ.
• Long video generation (e.g., Sora and HunyuanVideo).
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Background: model efficiency from different perspectives.

�(�; �)Efficient 
Architecture 

Data-centric 
Compression

Model-centric 
Compression

Transformer
Linear Attention

SSM (RWKV, Mamba)
Mixture-of-Experts

Speculative Sampling
DDIM (Diffusion Models)

… Network Pruning
Model Quantization

Knowledge Distillation
Low Rank Decomposition

…

Token Compression
KV Cache Compression

Dataset Distillation
…
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Methodology: how token compression works?

6

Most token compression methods fundamentally operate through a two-stage process: first, 
identifying tokens eligible for compression within the existing token sequence X = [x₁, x₂, ..., x ] 
using carefully designed compression criteria through a scoring function ℰ: X → {s } =1ᵀ, and 
then determining the precise handling of these tokens through the specific compression 
strategies �: (X, {s } =1ᵀ) → X′ that transform the original sequence into a compressed one 
where |X′| < |X|. Given that existing research primarily revolves around these two key components.



Token Compression in ViTs: Dense-Tuning.

Ting Liu*, Xuyang Liu*, Siteng Huang, Liangtao Shi, Zunnan Xu , Yi Xin, Quanjun Yin, "Dense-Tuning: Densely Adapting Vision 
Transformers with Efficient Fine-tuning and Inference". arXiv preprint arXiv:2405.14700.

Freezing the pre-trained ViT and update the DAs to efficiently fine-tune thepre-trained ViT.



Token Compression in ViTs: Dense-Tuning.

Ting Liu*, Xuyang Liu*, Siteng Huang, Liangtao Shi, Zunnan Xu , Yi Xin, Quanjun Yin, "Dense-Tuning: Densely Adapting Vision 
Transformers with Efficient Fine-tuning and Inference". arXiv preprint arXiv:2405.14700.

Dense-Tuning effectively adapts the pre-trained ViT with efficient fine-tuning and inference!



Token Compression in LVLMs: DART.

Limitations of Existing Methods:
(I) Ignoring interactions between tokens during pruning;         (II) Incompatibility to efficient attention
(III) Bias in token positions;                                                      (IV) Significant accuracy drop
Zichen Wen, Yifeng Gao, Shaobo Wang, Weijia Li, Conghui He, Linfeng Zhang, et al. "Stop looking for important tokens in multimodal 
language models: Duplication matters more." arXiv preprint arXiv:2502.11494 (2025).
Zichen Wen, Yifeng Gao, Weijia Li, Conghui He, Linfeng Zhang, "Token Pruning in Multimodal Large Language Models: Are We Solving 
the Right Problem?". In Findings of the Association for Computational Linguistics (ACL), 2025.



Token Compression in LVLMs: DART.

• Beyond Token Importance: Rethinking Reduction 
through Token Duplication.

• Diverse Pivot Token Selection: Towards More 
Robust Methods!

Zichen Wen, Yifeng Gao, Shaobo Wang, Weijia Li, Conghui He, Linfeng Zhang, et al. "Stop looking for important tokens in multimodal 
language models: Duplication matters more." arXiv preprint arXiv:2502.11494 (2025).



Token Compression in LVLMs: DART.

DART achieves state-of-the-art efficiency and performance across various models and benchmarks !
Zichen Wen, Yifeng Gao, Shaobo Wang, Weijia Li, Conghui He, Linfeng Zhang, et al. "Stop looking for important tokens in multimodal 
language models: Duplication matters more." arXiv preprint arXiv:2502.11494 (2025).



Token Compression in HR-LVLMs: GlobalCom2.

Xuyang Liu, Ziming Wang, Yuhang Han, Yingyao Wang, et al., "Global Compression Commander: Plug-and-Play Inference Acceleration 
for High-Resolution Large Vision-Language Models". arXiv preprint arXiv:2501.05179.

The complementary roles between thumbnails and tiles and the inherent characteristics among tiles.
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Token Compression in HR-LVLMs: GlobalCom2.

Xuyang Liu, Ziming Wang, Yuhang Han, Yingyao Wang, et al., "Global Compression Commander: Plug-and-Play Inference Acceleration 
for High-Resolution Large Vision-Language Models". arXiv preprint arXiv:2501.05179.

GlobalCom2 adaptively compresses local tile tokens based on its semantic richness in global thumbnail.
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Token Compression in HR-LVLMs: GlobalCom2.

Xuyang Liu, Ziming Wang, Yuhang Han, Yingyao Wang, et al., "Global Compression Commander: Plug-and-Play Inference Acceleration 
for High-Resolution Large Vision-Language Models". arXiv preprint arXiv:2501.05179.

GlobalCom2 adaptively compresses local tile tokens based on its semantic richness in global thumbnail.
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Token Compression in HR-LVLMs: GlobalCom2.

Xuyang Liu, Ziming Wang, Yuhang Han, Yingyao Wang, et al., "Global Compression Commander: Plug-and-Play Inference Acceleration 
for High-Resolution Large Vision-Language Models". arXiv preprint arXiv:2501.05179.

GlobalCom2 achieves SoTA performance! With only 10% tokens, it achieves 91.5% performance!
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Token Compression in VideoLLMs: VidCom2.

Xuyang Liu, Yiyu Wang, Junpeng Ma, Linfeng Zhang, "Video Compression Commander: Plug-and-Play Inference Acceleration for Video 
Large Language Models". arXiv preprint arXiv:2505.14454.

Takeaway: We derive three key principles for effective token compression of VideoLLMs: (i) model 
adaptability, (ii) frame uniqueness, and (iii) operator compatibility.

Current methods face two critical issues for VideoLLMs:
• Design Myopia: ignoring frame uniqueness, leading to over-

compression of distinctive video information.
• Implementation Constraints: l imited to the specif ic 

architectures or incompatible with Flash Attention.
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Token Compression in VideoLLMs: VidCom2.

Xuyang Liu*, Yiyu Wang*, Junpeng Ma, Linfeng Zhang, "Video Compression Commander: Plug-and-Play Inference Acceleration for Video 
Large Language Models". arXiv preprint arXiv:2505.14454.

VidCom2 dynamically compresses video tokens based on frame uniqueness.
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Token Compression in VideoLLMs: VidCom2.

Xuyang Liu, Yiyu Wang, Junpeng Ma, Linfeng Zhang, "Video Compression Commander: Plug-and-Play Inference Acceleration for Video 
Large Language Models". arXiv preprint arXiv:2505.14454.

VidCom2 achieves state-of-the-art efficiency and performance across models and benchmarks.
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Token Compression in DiTs: ToCa.

Chang Zou*, Xuyang Liu*, Ting Liu, Siteng Huang, Linfeng Zhang, "Accelerating Diffusion Transformers with Token-wise Feature Caching". 
In International Conference on Learning Representations (ICLR), 2025. 19

ToCa achieves fine-grained token-wise feature caching for DiT-based generation models.

Difference in Temporal Redundancy Difference in Error Propagation



Token Compression in DiTs: ToCa.

Chang Zou*, Xuyang Liu*, Ting Liu, Siteng Huang, Linfeng Zhang, "Accelerating Diffusion Transformers with Token-wise Feature Caching". 
In International Conference on Learning Representations (ICLR), 2025. 20

ToCa achieves nearly lossless speedups of 1.51×, 1.93×, and 2.36×, and 2.75× on FLUX, PixArt-α, 
OpenSora, and DiT-XL models respectively, while maintaining generation quality.



Compelling Advantages of Token Compression:
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• Universal Applicability: The redundancy of tokens exists consistently across 
modalities and tasks, making token compression possible in all kinds of settings.

• Dual-phase Efficiency: Token compression is capable of accelerating both 
model training and inference phases with minimal accuracy loss.

• Architectural Compatibility: Token compression is orthogonal to existing 
model compression methods, making it possible to be integrated seamlessly with 
them. Besides, it is friendly to hardware and computer systems.

• Low Implementation Costs: Modern neural networks, such as transformers, 
are able to process tokens of different lengths. As a result, token compression 
can be done without introducing any training costs or changes to data utilization.

• Quadratic Gains: The O(n²) computation complexity of widely used self-
attention indicates that token compression can bring significant benefits in 
computation efficiency.



Current Challenges: performance degradation. 
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Zichen Wen, Yifeng Gao, Weijia Li, Conghui He, Linfeng Zhang, "Token Pruning in Multimodal Large Language Models: Are We Solving 
the Right Problem?". In Findings of the Association for Computational Linguistics (ACL), 2025.

Performance degradation is largely affected by methodological bottlenecks and inherent limitations.



Current Challenges: fair comparison. 
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Zichen Wen, Yifeng Gao, Weijia Li, Conghui He, Linfeng Zhang, "Token Pruning in Multimodal Large Language Models: Are We Solving 
the Right Problem?". In Findings of the Association for Computational Linguistics (ACL), 2025.

We advocate for more efficiency metrics to present comprehensive efficiency analysis.
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Paper Lists: 200+ token compression papers (maintained). 



Thanks!
Q & A
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